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Abstract— Hidden copyright marks have been proposed
as a solution for solving the illegal copying and proof of
ownership problems in the context of multimedia objects.
Many systems have been proposed, but it is still difficult to
have even a rough idea of their performances and hence to
compare them. So we first describe some general attacks
on audio and image marking systems. Then we propose a
benchmark to compare image making software on a fair basis.
This benchmark is based on a set of attacks that any system
ought to survive.
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A number of broad claims have been made about the ‘ro-
bustness’ of various digital watermarking or fingerprinting
methods. Unfortunately the criteria and the sample pic-
tures used to demonstrate it vary from one system to the
other, and recent attacks [1], [2], [3], [4], [5] show that the
robustness criteria used so far are often inadequate. JPEG
compression, additive Gaussian noise, low pass filtering,
rescaling, and cropping have been addressed in most of the
literature but specific distortions such as rotation have of-
ten been ignored [6], [7]. In some cases the watermark is
simply said to be ‘robust against common signal processing
algorithms and geometric distortions when used on some
standard images’.

We formed the view that useful progress might come
from trying to attack all these first generation schemes
and from introducing a benchmark to compare their perfor-
mances. In section I we describe two general attacks which
reveal significant limitations of various image and audio
marking systems on image an audio marking systems. We
then explain the procedure we used for our benchmark and
give some results in section II.

I. Two general attacks

A. Restoration as an attack on audio marking

Audio restoration techniques have been studied for sev-
eral years and have proved to be very useful to remove lo-
calised degradations (clicks, scratches, crackles, etc.) from
old recordings [8], [9]. After finding the local degradations,
these methods basically ignore the bad samples and inter-
polate the signal using the neighbouring ones.

Based on this idea we suggest an attack on copyright
marking systems for audio: the watermarked signal is sim-
ply reconstructed block by block using the original data.

The method assumes that the signal to be interpolated
is the realisation of a stationary autoregressive (AR) pro-
cess of finite order: from a given segment of data a set of
AR parameters is estimated and then used to estimate the
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missing samples. Both estimations are based on a least-
square minimisation problem.

Suppose that the recorded data x consists of N samples
x1, . . . , xN and is the realisation of a stationary autoregres-
sive process of order p, i.e.

xn =
p∑

k=1

akxn−k + en n = p + 1, . . . , N (1)

where e = [ep+1, . . . , eN ]T is the ‘excitation’ noise vector.
We assume that a block of l consecutive samples starting
at sample m+1 is missing. l, m and p are chosen such that
p ≤ m < m + l ≤ N − p. There are methods to estimate
the order of the AR process but, p = 3l + 2 gives good
interpolation results in general [8].

The estimators for both a and x are chosen such that
they minimise the quadratic error E(a,xu) = eTe which is
a function of the unknown AR parameters a = [a1, . . . , ap]T

and the unknown samples xu = [xm+1, . . . , xm+l]T .
Minimisation of E is non-trivial since it involves non-

linear fourth order unknown terms but a suboptimal solu-
tion to the above problem can be used.

First E is minimised with respect to a taking an ar-
bitrary initial estimate for xu (typically zero) in order to
obtain an estimate â of a. If we note x1 = [xp+1, . . . , xN ]T ,
then (1) can be written e = x1 − U(x)a where U(x) is a
(N − p) × p matrix whose coefficients are ui,j = xp+i−j .
Hence,

E(a,xu) = xT
1 x1 + aT UTUa − 2aTUT x1 (2)

which is minimised by setting

∂E

∂ak
= 0 k = 1, . . . , p (3)

From (2) and (3) we obtain a system of linear equations
that can be used to compute â:

UTUâ = UT x1 (4)

Then E is minimised with respect to xu and using
the value of â found after the first minimisation. Equa-
tion (1) is written e = Vk(â)xk + Vu(â)xu where xk =
[x1, . . . , xm, xm+l+1, . . . , xN ]T is the vector of known sam-
ples. After minimisation (similar to the first step) the re-
constructed block xu is given by:

VT
u Vuxu + VuVkxk = 0 (5)

Both sets of linear equations (4) and (5) can be solved
using singular value decomposition (SVD) method which
handles large ill conditioned systems: typically N = 1000.
These two steps can be iterated to get better results but it
seems that one iteration is usually enough.
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Fig. 1. One step of the algorithm.

The attack uses a watermarked audio signal as input
and fully reconstructs it block by block. More precisely,
it takes N = 1000 samples from the input and applies the
restoration algorithm, described previously, to reconstruct
a block of l = 80 samples, starting at sample m = 460 –
hence the block is in the middle. This block is appended
at the output as illustrated in figure. 1. Note that the
beginning and the end of the input are not modified at all.
Then a new set of N samples is extracted from the input –
by shifting by l samples the sliding window – and a new
reconstructed block is produced, and so on.

Note that for each restoration the original neighbouring
samples are used to avoid a drift of the whole process and
hence a catastrophic quality loss. Error-free restoration
is theoretically possible in certain cases. But contrary to
the usual applications of audio restoration we do not want
the restoration to be error free. Input and output would
be the same and this would not be an attack against the
watermark. One can adjust the quality of the output by
diminishing the number l of ‘unknown’ samples. In fact it
has been shown that when l increases, the error variance
per sample approaches the signal variance.

Other and better interpolation algorithms are available,
but the least square AR interpolation technique, we briefly
summarised, gives satisfactory results if the blocks are
relatively small, up to 80 samples. We tried the attack
against BlueSpike’s method [10], which seems to be one
of the contenders for the International Federation of the
Phonographic Industry (IFPI) call for proposal. We used
well known samples including castanets, svega, clarinet and
schubert. After watermarking and then reconstruction,
which did not introduce noticeable effects, the detector
could not find the digital watermark in any of these.

Although we used it only against BlueSpike’s method,
this attack is quite general and could also be used against
image marking too. Indeed, similar algorithms for image
reconstruction are given in [11].

B. Random geometric distortion attack

For the case of images, there are better attacks. After
evaluating some image watermarking software, it became
clear to us that although most schemes could survive basic
manipulations – that is, manipulations that can be done
easily with standard tools, such as rotation, resampling,
resizing and lossy compression – they would not cope with
combinations of them or with random geometric distor-
tions. This motivated the design of StirMark [3].

StirMark is a generic tool for basic robustness testing of
image watermarking algorithms and has been freely avail-
able since November 1997.1 It applies a minor unnotice-
able geometric distortion: the image is slightly stretched,
sheared, shifted, bent and rotated by an unnoticeable ran-
dom amount. A slight random low frequency deviation,
which is greatest at the centre of the picture, is applied to
each pixel. A higher frequency displacement of the form
λ sin(ωxx) sin(ωyy) + n(x, y) – where n(x, y) is a random
number – is also added. Finally a transfer function that
introduces a small and smoothly distributed error into all
sample values is applied. This emulates the small non-
linear analogue/digital converter imperfections typically
found in scanners and display devices. Resampling uses
the approximating quadratic B-spline algorithm [12]. An
example of these distortions is given in figure 2.

(a) (b)

(c) (d)

Fig. 2. When applied to images, the distortions introduced by Stir-
Mark are almost unnoticeable: watch before (a) and after (b)
StirMark with default parameters. For comparison, the same
distortions have been applied to a grid (c & d). Both images
have the same size: 256 × 256 pixels. Copyright image courtesy
of Kevin Odhner (jko@home.com).

The general lesson from this attack is that given a target
1<http://www.cl.cam.ac.uk/~fapp2/watermarking/stirmark/>
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marking scheme, one can invent a distortion (or a com-
bination of distortions) that will prevent detection of the
watermark while leaving the perceptual value of the previ-
ously watermarked object undiminished. We are not lim-
ited in this process to the distortions produced by common
analogue equipment, or usually applied by end users with
common image processing software. Moreover, the quality
requirements of pirates are often lower than those of con-
tent owners who have to decide how much quality degra-
dation to tolerate in return for extra protection offered by
embedding a stronger signal.

II. A benchmark

Digital watermarking remains a largely untested field
and very few authors have published extensive tests on
their systems (e.g., [13]). A benchmark is needed to high-
light promising areas of research by showing which tech-
niques work better than others but also to be able to com-
pare quickly new algorithms which appear in the litera-
ture. Until now most papers have used their own series
of tests, their own pictures and their own methodology.
So comparison is impossible without re-implementing the
method and trying separately. But then, the implemen-
tation might be very different, and probably weaker, than
the one of the original authors. With a common bench-
mark authors would just need to provide a brief table of
results and other researchers would then have a fairly good
idea of the performances of the proposed scheme and may
make more thorough evaluation if interested.

For this benchmark we consider the watermarking pro-
cess for embedding and recovering as a black box. For
instance, some systems employ synchronisation templates
or transformation invariants to survive some geometrical
transformations. These templates help to detect specific
geometrical transformation. An inverse transformation is
applied to the image and the watermark is extracted from
the modified image. The combination of the template and
the embedding/extracting process form the watermarking
algorithm as a whole, so they should be evaluated together.

A. General procedure

For each image in a determined set, we used the following
procedure for our tests.
1. Embed a mark with the strongest strength which does
not introduce annoying effects. In other words, embed the
mark such that the quality of the output, for a given quality
metric, is greater than a given minima.
2. Apply a set of given distortions.
3. For each distorted image try to extract the watermark
using a success/failure approach, that is to consider the
extraction successful if and only if the payload is fully re-
covered without error.

Note that if the watermarking tools has a command line
interface which allows to modify the parameters of the em-
bedding and to check the error rate after extraction of the
watermark, this procedure can be easily automated using
Unix shell or Perl scripts.

The general framework we just described still has some
unknowns. First, the number of bits that can be hidden.
Ideally one should try to embed at least a 70-bit water-
mark so one can use numbering systems such as the one
mentioned by in [14]. Unfortunately this is not always
possible, especially when testing commercial off-the-shelf
software but this does not always matter: there are some
cases where some systems hide more bits than others and
still survive more attacks for the same ‘quality’ measure of
the watermarked images.

Secondly, the metric to measure the quality of the water-
marked images. Many metrics based on human perceptual
models have been proposed in the literature and several
marking algorithms use one of them. It is not clear yet
whether the choice of such a metric would introduce a sig-
nificant bias in the experiments. Indeed a watermarking
algorithm using the a particular perceptual model might
give better results than others for tests using a quality
metric based on the same model. For our experiments we
simply used the PSNR as quality metric and applied the
strongest watermark strength such that the PSNR of the
marked image is greater than 38 dB. The PSNR does not
take into account any property of the human visual system
and is probably the worse case metric for the systems we
tested. This explains, for instance, the poor results we got
when using baboon as test image.

This is also one of the reasons why it is important to
test an image watermarking software on many different im-
ages and for fair comparison the same set of sample images
should always be used. Pictures can be interesting from
the signal processing point of view: textured/smooth ar-
eas, size, synthetic, with straight edges, sharp, blur, bright-
ness/contrast, etc. A general benchmark should use a
broad range of contents and types of images, but one can
also imagine benchmarks intended for medical or computer
generated images. For our tests we used some of the ‘clas-
sical’ images such as lena or baboon but also new pictures
given for research purpose by some photographers we con-
tacted.

The last unknown is the set of attacks. In the next sec-
tion, we review the attacks used for the proposed bench-
mark.

B. Attacks used in the benchmark

In addition to the random geometric distortions de-
scribed section I-B, StirMark can also perform a default
series of tests which serve as the basis for the bench-
mark: given a watermarked image, StirMark will apply
these transformations with various parameters. Then the
output images can be tested with watermark detection or
extraction programs. So the full process can be automated.

The list of attacks actually implemented into StirMark
is not exhaustive but includes most of the simple operation
that users are likely to perform and also random geometric
distortions. Since most artists will first apply filtering or
some slight geometric transformation (e.g., rotation) and
then save the image in a compressed format it makes sense
to test robustness of watermarking system to geometric
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transformations or filtering followed by compression. So,
most experiments have been done with and without JPEG
compression using 90 as quality factor.2

• Low pass filtering – This includes the following linear
and non-linear filters:

– Gaussian (blur)




1 2 1
2 4 2
1 2 1


;

– 3 × 3 median filter;

– Simple sharpening




0 −1 0
−1 5 −1
0 −1 0


;

– Frequency mode Laplacian removal attack [5].
• Colour quantisation to 256 colours.
• JPEG compression – The test uses the following qual-
ity factors: 90, 85, 80, 75, 60, 50, 25, 15 and 10. Although
images compressed with a very low quality factor do not
have much commercial value, some marking systems do
survive them. Hence using a broad scale of compression
parameters gives more accurate comparison.
• Scaling – As we noticed earlier, scaling happens for in-
stance, when a high resolution digital image is used for
electronic applications such as Web publishing. We used
uniform scaling – that is the same factor is applied to the
width and height of the picture – with the following fac-
tors: 0.5, 0.75, 0.90, 1.1, 1.5, and 2.0. Each transformation
is done with and without JPEG compression (quality factor
90%).
• Cropping – In some cases, infringers are just interested
by the ‘central’ part of the copyrighted material, moreover
more and more Web sites take advantage of image segmen-
tation, which is the basis of the ‘Mosaic’ attack [3]. This is
of course an extreme case of cropping. StirMark crops im-
ages (with and without JPEG compression 90) by removing
1, 2, 5, 10, 15, 20, 25, 50, or 75% of the border.
• Rotation – Small angle rotations, often in combination
with cropping, do not usually change the commercial value
of the image but can make the watermark un-detectable.
Rotations are used to realign horizontal features of an im-
age and it is certainly the first modification applied to an
image after it has been scanned. For benchmarking we pro-
pose to crop the rotated image so that there is no need to
add a fixed color border to it. We used the following angles:
-2, -1, -0.5, 0.5, 1, 2, 5, 10, 15, 30, 45, and 90 degrees, with
and without scaling – to keep original size after rotation –
and cropping and with and without JPEG compression 90.
• Other simple geometric transformation – These
simple transformations are more likely to be used by wilful
infringers and include: 1 and 10% shearing in the X and
Y directions (with and without JPEG compression 90), re-
moval of 1, 5 or 10 lines and columns (with and without
JPEG compression 90) and horizontal flip, since many im-
ages can be flipped without loosing any value. Although
resilience to flipping is usually straightforward to imple-
ment, not all systems do survive it (see table I).
• Random geometric distortions – See section I-B.

In the next versions of StirMark, we plan to add other

2We used the implementation of the Independent JPEG Group.

possible attacks such as: histogram stretching, histogram
equalisation, gamma correction, restoration techniques (see
section I-A), noise addition or even other specific attacks
such as the one proposed by Maes [2] or by Langelaar et
al. [4].

C. Some results

Table I shows early results based on a subset of the trans-
formation described previously and without using any qual-
ity measurement, just the naked eye and default software
parameters.3 Although comparison should be done with
great care, the table confirms what is currently achieved in
term of robustness and what needs further research.

For the results summarised in table II, we followed ex-
actly4 the procedure detailed previously. The images used
for the test were lena, baboon, fishing boat, bear, skyline arch
and watch5. We will keep adding new results with other
images but after four images we noticed that the average
results were stable. Detailed results, including strength of
the watermarks and PSNR of the watermarked images, are
at <http://www.cl.cam.ac.uk/~fapp2/watermarking/benchmark/>.

Two general remarks apply to these tests. First, we did
not take into account the computation time which is also
an important parameters, especially for the extraction pro-
cess. Second, some of the tools we have tested have already
been improved. For instance the method of the Univer-
sity of Geneva now also addresses shearing using log-log
maps [15]; this was not the case for the version we tested.

III. Conclusion

Our general attack on image marking algorithms sug-
gests that the real problem is not so much inserting the
marks as recognising them afterwards. Thus progress may
come not just from devising new marking schemes, but in
developing ways to recognise marks subjected to distortion.
Only few papers deal with this problem [15], [16].

We also proposed a benchmark that can be used to judge
the robustness of image watermarking systems. For this
benchmark, we have selected a set of attacks that are likely
to be applied by users and that introduce an acceptable
amount of degradation. Its main purpose is to give a short
overview of the performances of watermarking algorithms
and provide a base to compare them.
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Digimarc SureSign EikonaMark Giovanni SysCoP
1.51 3.0 Demo 3.01 1.1.0.2 1.0R1

Filtering (3 × 3 median, Gaussian) 100 100 100 60 80
Scaling (0.5, 0.75, 0.9, 1.1, 1.5, 2) 70 100 0 63 0
Cropping (1, 2, 5, 10, 15, 20, 25, 50 %) 100 100 0 15 0
Rotation (-2, -1, -0.5, 0.5, 1, 2) 82 58 0 10 0
JPEG (90, 85, 80, 75, 60, 50, 25, 15, 10, 5) 56 72 90 12 58
GIF Conversion 100 100 100 60 80
Horizontal flip 100 100 0 0 0
StirMark 1.0 80 80 0 0 0
StirMark 2.2 0 0 0 0 0

TABLE I

Early robustness tests (August 1998) for various digital watermarking products. Values are percentage of survival to

attack. For each product 5 test images (baboon, benz, girl, glasses, and lena) have been used and for each image 42

transformations have been applied using StirMark 2. Each image has been watermarked using the best parameters that do

not give obvious and annoying distortions. Although comparison should be done with great care (not all systems have the

same applications, some systems are public other semi-private, etc.), the table confirms what is currently achieved and what

needs further research.

Digimarc Unige SureSign
Signal enhancement

Gaussian 100 100 100
Median 100 100 100
Sharpening 100 100 100
FMLR 100 67 100

Compression
JPEG 65 52 87
GIF/Colour quantisation 100 100 100

Scaling
Without JPEG 90 81 81 97
With JPEG 90 72 81 83

Cropping
Without JPEG 90 100 81 94
With JPEG 90 98 72 91

Shearing
X 50 13 42
Y 50 4 42

Rotation
Auto-crop 95 74 37
Auto-scale 97 77 51

Other geometric trans.
Col. & line removal 100 69 89
Horizontal flip 100 100 100

Random geometric dist. 17 0 0

TABLE II

Summary of the results for the benchmark presented in this paper. We tested the following piece of software: Digimarc’s

Batch Embedding Tool 1.00.13, Digimarc’s ReadMarc 1.5.8, the watermarking tool of the University of Geneva (version 15

January 1999) and Signum Technologies’ SureSign Server 1.94. The partition in the table means that the conditions of the

experiments were slightly different for SureSign as explained in the body of this paper.

marc Corporation and the Signum Technologies Limited
for providing software needed for this evaluation.
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